FST 2-3 Notes

TOPIC: Linear Regression & Correlation

GOAL

Discuss data which, when graphed, shows a roughly linear pattern of growth. Explain
how to use technology to find an equation for the line of best fit and to determine the
closeness of fit, as measured by the linear correlation coefficient.

SPUR Objectives
D Identify properties of regression Vocabulary
lines and of the correlation coefficient. method of least squares
F Find and interpret linear regression line of best fit, least squares
and models. line, regression line
I Use scatterplots and residual plots center of mass
to draw conclusions about linear correlation coefficiant
models for data. perfect correlation
strong correlation

weak correlation

Linear Regression

Refers to finding the lfne 0 ]Q bf’g'l" ’q E using the method of least squares.
least Squares line
regression line_

* Only 1 line of best fit for data set

Properties

¢ Contains the center of mass of the data (x 2 y) whose coordinates are the

f the x-values and the@ean)of the y-values

e Slope & y-intercept computed from the data points
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]L,: - The gold medal winning times for the men’s 100-meter dash are listed below
skt for the last 20 Summer Olympic Games.

L]

Winning 1 a) Find a best-fit linear model for the
City Year relationship between the year r and the

.S) winning time £.
Beijing 2008 9.69
Athens 2004 9.85 Stepl: Enter data into L1 and L2
Sydney | 2000 | 9.87 STAT + |
: A 1 ;
5 k—-' Ia B ﬂarta 13:; g g Step 2: Create a scatierplot (STAT,PLOT) of
1S afeona : the data (ZOOM 9) 2 hd =
Seoul 1988 9.92

Aa}h’" LosAngeles | 1984 | 9.99
Moscow | 1980 | 1025

Montreal 1976 | 10.06 Tanu.mm‘:c of best fit; LinReg(ax + b)
| Munich 1972 10.14 _ STAT-> Calc #4 i

Mexico City | 1968 9.95

Tokyo | 1964 | 10,0 Y=-4221212943) 44 2514593

Rome 1960 10.2 Step 4: Graph the line of best fit _'[’

Melbourne | 1956 | 105 _ :
b v w0a ] 00 10 ,Y"' enter above Eguwsion
london | 1948 | 103 | Then H.+ gaf.alq

Berlin 1936 103 = o
\ Los Angeles 1932 103 b) Find the center of mass of the data. (.1‘ 1)

Amsterdam | 1928 | 108 | STAT —> CalC_ ¥ 1 ( yarStats L\

" Paris d] 106 ) STAT -7 C@m:ﬂ: | var Stafs L2
¢) Verify that the center of mass is on the line. (9'?/:25)2’6)
y.:Y_.'J. 2121293(1328)+ P, 25674592

=6

d) Find the sum of squared residuals for the linear regression. *

Place C)U-I”SOf' on L3>, hit 6n’fﬁ(‘jr 2ndsgﬁr-};'r }L‘C-;?;-vf;ﬁ)

Resid enfer enter. STAT —>Ca\c ¥\

| var Stats LX  =x2 = SuMof Sauared Cesiduals

¢) The 1940 and 1944 Summer Olympic Games were cancelled because of World War I1. i 2 40 52
‘According to the regression line, what would the winning times have been in those years? X= ’

Skip




Diagnostics Check

On your calculators, run the linear regression again for our
data we used in class yesterday

Does your screen display

" 8=
as=

< ar b=

naS

r=

It you have a & b only, you need to do the followang

2nd-CATALOG (last row) l an i @

arrow down to DiagnasticOn
enter
enter again to DONE

run the linear regression agamn to verify that you do now get r and

Carrelation

<t l —>

= O .
' ( - oo
sirong, Cocrelatio 502D ’
m, o weak, Cotve lachan

! #Clhord Do Lineat Correlation
Gitony  denoted by the letler 1
= ¥ Measuces vhe S frength of the linear
& __1 < r< l f‘e(m)m
# Wi Caleulafe USNg 4raphing eolC u [afor

Positive correlation: as x increases, y increases (+ slope)

Negative correlation: as x increases, y decreases (- slope)

No Correla¥ian = N0 Telationshi@



In 2-5 a dot plot s given. a. State whether the correlation coefficient of the
line of best fit is positive, negative, or appm:imate!y zero. b. State whether
the correlation buuong medium, or

. Ne%atve. ., ¢ ie 2800 E

L\ 12

1. Consider the table at the right that relates curb weight of certain [ Curb Weight |  Highway )
2008 vehicles and their estimated highway mpg. (D00 Ib) mpg
26 7]
a. Use a statistics utility to (ind a line of best fit for this data. (1] [
57 n
L]"' "L’ Q_IZX'*' LH' 25&?‘7 al n
- 15 o]
b. P’md the correlation coefficient. = ?2' i: 2
c. Multiple choice. The correlation coefficient can best be L — . — B _
described as
A weakly postive B moderately positive C strongly positive
D weakly negative E moderalely negative @stmngly negalive G OSE. 1‘0 I

d. Describe i Il.'l words what the correlation coefficient means in thiscontext.

AS C,ourli“mﬁg of certa vehicks

7\ +he hig +//Pc5~1/
&) Find fhe sum 0§ squaced cesiduals




